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Calorimeter Image Convolutional 
Anomaly Detection Algorithm

CICADA is one of two anomaly detection 
algorithms currently online in the CMS trigger

Anomaly Detection 
Triggers
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Key challenges

• Model size (deploy on FPGA) → O(1-10k) params

• Model speed (fit into L1 latency) → O(μs) latency
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Event-level calorimeter image 18𝜙 x 14𝜂 regions (252 pixels)
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• Coarse information: each region represents a sum of 4x4 trigger 
towers, includes both ECAL and HCAL energy deposits


• Cluster-independent: low-level information before any other 
object algorithms or selections

Event-level calorimeter image 18𝜙 x 14𝜂 regions (252 pixels)
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• Event-level calorimeter image 
→ classic input to CNN


• Training: "Zero Bias" data 
(random selection of events)

Anomaly score =  
reconstruction loss

~300k params
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• Event-level calorimeter image 
→ classic input to CNN


• Training: "Zero Bias" data 
(random selection of events)

Key challenge: model 
too large and slow for L1

Solution: knowledge distillation

Train smaller model (“student”) to learn 
score of the larger network (“teacher”)

Teacher

~300k params

Student

~4k params

= 32 log(MSE)
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Observe Good Rate Stability


• CICADA rates relatively stable


• Some dependence on pileup and various 
calorimeter corrections (up to ~20% rate variation)
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What Does a CICADA Event Look Like?

• Tends to accept high-multiplicity events, for 
any kind of object or combination of objects


• Tends to accept events with hard objects 


• Anomaly score slightly correlated with event-
level energy (HT)
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CMS Event Only Fired by CICADA
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CICADA Score Distribution

• Excellent separation between Zero Bias 
background and variety of signal models


• Observe moderate pileup dependence (low, high)


• For signal evaluation, need to carefully reweight 
number of primary vertices to desired distribution

10

216 discrete values in range [0,28] 
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CICADA Physics Performance

• Results given vs. trigger rate


• “Realistic” range: 50 Hz - 10 kHz


• Student outperforms the teacher!


• AD benefits from model 
compression


• Teacher is “too good” at 
reconstructing events


• Most AUCs > 0.99


• For more challenging PU, most 
AUCs still > 0.9
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Teacher Student

CICADA

Sum ET

CICADA

Sum ET
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Validation with TTbar in Data
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E. Kauffman

• Reconstruct hadronic top mass


• Background = ZB data with no 
CICADA cut


• Data = ZB data with CICADA 
score > 115


• Offline selection: ≥ 3 jets,  
≥ 1 b-tagged jet

CICADA successfully selects semileptonic ttbar events – trigger on “interesting” physics in data
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AD@L1 in the HL-LHC Era
• Improved ID: distinguish between ECAL/HCAL 

(low-level), particle flow (high level)


• Higher granularity: utilize full granularity of 
calorimeter at L1, including HCAL depth


• Integrate tracking: tracks available at L1 with CMS 
Outer Tracker upgrade

13

HCAL 
Barrel

HCAL 
Endcap

CMS Level-1 Trigger Updgrade

CMS HCAL Depth Segmentation
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Conclusions + Outlook

• CICADA is the first Level-1 AD trigger using low-level inputs deployed at ATLAS or CMS


• Leveraged knowledge distillation and quantization-aware training to contend with challenging operating 
conditions (small + fast model on FPGA)


• Successfully commissioned in 2024


• Excellent discrimination between wide variety of signal models and zero bias background


• Smooth operations in 2025, especially given recent model updates to improve PU robustness


• Early stages of analysis plans with 2024 and 2025 CMS data!

14



Thank You!
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CMS Trigger: Parking + Scouting



K. Kennedy June 16, 2025

Anomaly Score
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Teacher Performance
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Student Performance
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Samples + Examples

21

ZB Background: MSE = 2.57

SUSY Signal: MSE = 14.89

• Zero Bias: 2023BCD

• SUSY: pair-prod gluinos (M=350 GeV)

• H→SS→4b: m(S)-25 GeV, cτ=1500mm

• SUEP: H → dark pions → dark photons → SM pions

Training + Testing Samples
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Training History
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TTBar Analysis
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